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ABSTRACT. Significant wave height (SWH) in shallow waters is assessed by generating twbindoasts

the first uses ERAnterim wind fields and the second one from ERADS to quantify the improvement of the ERA5
surface winds on the SWH representativeness, both in deep and shallow waters along the Chilean coastline.
Additionally, wind field predictions fnm the Global Forecast System (GFS) were used to assess the
representativeness of shallow waters. Oceanographic buoys were used to validate SWH in deep waters, while
Acoustic Doppler Current Profiler (ADCPs) was equipped to measure waves in shallow \Eatngy
spectrums coupling Wavewatch 1l aigimulating Waves Nearsho(€WAN) models were transferred to
evaluate the performance of shallow water simulations. In general, the SWH from bothindrestshowed

good performance. Nonetheless, those folme®#RAS presented a better qualitative comparison of sea state
temporal variability, which increased the correlation coefficients (>0.9), coefficients of determination (>0.8),
and minor errors (RMSE, MAE, and BIAS) compared to oceanographic buoys and ABR@sonally, in
simulations forced by GFS, the temporal variability of the waves in shallow waters was successfully reproduced.
Nevertheless, an increase in the RMSE, MAE, and BIAS error was statistically verified compared-to ERA
Interim and ERA 5.

Keywords: hindcast forecastWavewatch Ill; shallow water; surface waves height

INTRODUCTION different business and recreational activities carried out
on the coastline (Jiang et al. 2016, Winckétr al.
Worldwide knowledge regarding the open ocean wave 2017). When wave heights of massive energy occur on
and its generation from wind fields has significantly the coast, thosevents are called extreme waves.
increased in recent years. It has evolved from the classic Depending on the coast configuration, they might cause
parametric models developed over 70 years ago (Arthur major structural and socioeconomic impacts (Winckler
1947, Sverdrup & Munk 1947, Bretschneid951) to et a1, 2017), frequently one of the nehitions for

‘(jgferemlggg‘pgi”g tgol; bgsefggg -°_I’_t5‘|te qugg‘ig‘s designing maritime engineering projects (Goda 1988).

roup , Resio errie , Tolman , . . .

which enable accurately define the spectral fields of the I_n order to safisfy the req.w'rement of having
available the spectral characteristics of the {rmn

waves. - : ;
waves, it is a conventional practice to rely on deep

Long—teir:rrt]hcha'rta(I:terlstlc? offﬂ:he dwavles neatrshfore water waves databases producedhimdcast models
are one of he vital aspecisrithe development o and then numerically transfer them to the site of
projects and studies related to coastal, maritime, and . g . ! .
port engineering because temporal and spatial varia interest. Nowadays, it is possible to find diverse ocean

bility of the significant wave height (SWH) has major Waves databases around the globe, such as those of
implications for different natural processes (Komar different agencies and investigations centers around the

1997, Fan et al. 200Gavaleri et al. 2012) and also for ~ WOrld. namely: thlational Oceanic and Atmospheric
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Administration (NOAA), Oceanweather (OYVInstitut
Francais de Recherche pour I'Exploitation de la Mer
(IFREMER), European Centre for MedidRange
Weather Forecasts (ECMWF), Centre for Environment
Fisheries and Aquaculte Science (CEFAS), among
others. Nevertheless, the scientific efforts to better
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order to quantify not only the existence of the more
energetic events but also to assess the performance of
the deepwater database as the boundary ciowlifor

a nearshore wave model which approximates waves
towards a certain study site. Thus, considering the
energy spectra coupling determined by the global

understand the wave's characteristics are limited on the generation model Wavewatch IIITM it is transferred to

southern Pacific coast, especially in Chile.

For the Chilean coastline, some examples of-data
base generation regandi deep water waves may be
found in the literature. For example, Fournier et al.
(2004), applying WAVAD the numerical modeling for
global generation (Resio & Perrie 1989), built a
hindcastdatabase with 40 years of twdimensional
spectra in deep water for the entire South Pacific Ocean.
It was subsequently updated in 2005 and 2006,
including the Pacific coasts of the USA and Canada,
and additionally modifying the numerical model used
for the hindcast simulation, corresponding to
Wavewatch [IIM (Tolman1991).

Efforts after Fournier et al. (2004) were presented
by Aguirre et al. (2017) and Beya et al. (201%ho
applying the numerical model Wavewatch ™I
developedwaves climatologystudies in the entire
Pacific Ocean basin. Beya et al. (2017) developed and
validated a wavehindcastcalled the Chilean Wave
Atlas database in deep water, extending for 36 years
(19792015). On their part, Aguirre et al. (2017)
oriented their study to the degation of the wave
climatology in deep waters, highlighting the
identification of the influence of the southern winds in

the significant heights seasonal pattern and also the
dependence on the annual cycle due to the seasona

variability of the atmosphericoastal lowlevel jets off
Peru and Central Chile.

Nowadays, different university organizations,

the specific comparison site using the nuoamodel

of wave propagation Simulating Waves Nearshore
(SWAN; Booij et al. 1999). Based on the latter, this
article aims to conduct the initial estimates of shallow
waters validation for SWH along the Chilean coastline
by comparing simulated data to dshle instrumental
records.

Specific objectives of this study are:
1 Validatehindcastin deep and shallow waters.

1 Statistically quantify the differences in forcing the
wave model with ERA5 windgs. ERA-Interim winds

in the representativeness of the wawaditions on the
Chilean coastline.

1 Compare each location's wave forecast forced by
Global Forecast System (GFS) and the hindcast in
shallow waters with field information available.

MATERIALS AND METHODS

Model and observations
Deep waters: wave generation

Beya et al. (2017), in the search for the best atmospheric

reanalysis, showed that ERAterim from the
CMWEF corresponds to the forcing which best
eproduced wave conditions on the Chilean coastline.

Nevertheless, a new version of the atmospheric

reanalgis was launched calldeRA5 (also developed

by ECMWF), which corresponds to the new version of

research centers, and public entities such as the gra-Interim.

Hydrographic and Oceanographic Service of the
Chilean Navy (SHOA by its Spanish acronym) have
conducted efforts to increase the number of oceano
graphic buoysn different coastal towns in order to
measure and understand the seasonal andaniemal
variability of the waves in different latitudes.
Nonetheless, the information generated is brief,
incomplete, and restricted. Thus, an updated, validated,
calibratedwave database is required to characterize
wave conditions in a study site. The most recent public
and open access wavieindcast (on the Chilean

Differences between the ERA5 database and-ERA
Interim include spatial and temporal structure aspects.
The vertical description increased from 60 137
levels, while the horizontal resolution increased by
reducing the cell sizes from 80 to 31 km. ERAS5
assimilated a greater set of observational data than in
the previous reanalysis, among other aspects- high
lighted by Hersbach (2020).

According to the above wave generation and
propagation model, Wavewatch "Ml version 6.07

coastline) covers the period up to 2015 and corresponds (WW3) was used, a thirgeneration numerical model

to Beya et al. (2017). Currently, none of them is
validated in shallow waters, which according to these
authors' experience, it is of essential importance in

widely used by the scientific community worldwide to
study wave conditions in deep waters. The information
relatedto the sea surface is contained in the energetic
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variance spectrum E (f, dresolutianiofi6chhin BEGOSVAVES B.Q, sueface witde e n

in the frequency domaiiy directiond (Tolman 2019). fields and sea ice were obtained from the atmospheric
Through WW3, two wavéiindcastswere condue reanalysis of ERA5 (Hersbach 2020) with the same

ted: the first, ECOWAVES, from January 1979 to temporal and spatial resolution used for ECOWAVES.

August 2019 (~40 years). The second, ECOWAVES The spectral domain of both watindcastswas

2.0, included from January 1979 to December 2020 discretized in 2%requencies from 0.0345 to 0.4975 Hz,

(~41 years). The reason for building ECOWAVES 2.0 increased by 10%, and 24 directions regularly spaced

is due to the improved performance of the ERA5 by 15°.

atmospheric analysis reported&ylm_onte&St_offelen It is worth mentioning that the source term

(2019), who ompared the observations of winds from . hijations of the Wavewatch Il model used to create

the Advgnced Scatterometer (ASC_AT) providgd by ECOWAVES and ECOWAVES 2.0 were developed
NOAA with both ERA5 and ERAnterim, concluding according to the recommendation proposed by

that ERAS5 performs better than its predecessor ERA IFREMER in the IOWAGA Project (Ardhuin 2011)

Ir;tgzln?m SLmllar resugsMV\éeF:%tham;%g)’&g ;alart(r)] e.t al. and also used by third parties in the construction of the
( ). who corpare an or their wave database for the Chilean coast, as the case of

use in wind energy, determining th_at ER.AS \{vorks Aguirre et al. (2017) and Beya et al. (2017). These last

better. Ramon et al. (2019), meanwhile, to identify the ublications she that the combination of phvsical

atmospheric reanalysis products that best represent the” . e e pny
parameters in the "Switch_Ifremerl" file presents the

characteristics of surface wind speeds, analyzed them t representative outouts of the reality on the Chilean
five lates generations of global reanalysis, among ostrepresentative outputs ot the reafity on the ca

which they considered ERAS, ERIAterim, JRASS, coastline More relevant parameterizations used are
MERRA-2, and R1, finding that ERA5 was able to shown in Table 1.

reproduce with a better performance the variability In the calibration stage of ECOWAVESnha@
observed by meteorological stations. In the same way, ECOWAVES 2.0, Beya et 22017) recommendations
Hersbach etla(2020) highlight the advantages ERA5 were considered, which consisted in modifying the
has compared to ERAterim, and the improvements  dimensionless parameters related to the packages of
achieved in the representativeness of wave conditions. source terms associated with the processes of growth
Therefore, ECOWAVES 2.0 was carried out to and dissipation of wave energy due to the winok F

guantify the differences in the wave spectral fields due growth (Eg. 1) it was considerefl PB ¢
to the updsed and improved base of surface winds that (Ardhuin et al. 2011) ancé j; p8t 1t.d¢Meanwhile,
ERAS has (Hersbach et al. 2020). for dissipation (Eq. 6 was consideredd

Both databases have a 3 h temporal resolution for 8T T TT Taqdp T T W
statistical parameters across the Pacific Ocean basin."y & ——q& = a Géi — —, 6B (1)
The energy spectra extracted from the model also have N ]
a temporal resolutioof 3 . where” and” correspond to the densities of air and

water, I is a constant dimensionless growth
parameter (calibration parametdr)s the Von Karman
econstant, an®d "Qis a constant equal to 2 that controls
the directional distribution ofY (Tolman 2019),, is
the intrinsic wave frequency, C is the phase celerity of
a specific componeng. is the wind shear speedl, is
the Charnock number, which enables toautify
roughness of the sea surfaeeis the wave propagation
direction,— is the wind direction ang 0 th— is the
energy density of a wave component (Ardhuin et al.
2010). The effective wave age Z = log (1) where
Jansser{1989)gives y and coected for intermediate
water depths (Ardhuin et al. 2010), so that:

In order to create the digital model of the seabed, it
was used both the bathymetry information and
obstructions masks to represent the island's presenc
from the ETOPOv2 database provided by NOAA
through the National Center for Environmental
Information. This information was processed for the
construction of the numerical domain by using the
Gridgen generation grids algorithm (Chawla & Tolman
2013). A spatial resolution of 1°x1° was considered, in
the numerical domain construction, covering 64°N
64°S andb0°-110°W (Fig. 1a). This configuration was
applied for both ECOWAVES and ECOWAVES 2.0.

For ECOWAVES, wind fields at 10 m height and o
the sea ice concentration were obtained from the o 1% — 2)
atmospheric reanalysis of ERAterim (Dee et al.
2011), which were used to force wave simulations with whered is the roughness length modified by the stress
a spatial resolution of 0.5°x0.5° and temporal O supported by the wave, arid is an adjustment
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Table 1. Summary of the parameterizations included in Switch_IFREMER1.

Process Switch Observation

Nonlinear energy dissipation and growitige to wind ST4 Ardhuin et al. (2010)

Hardware model DIST Distributed memory with messac

Message passing protocol MPI passing interface.

Bottom friction BT4 Bottom friction graph SHOWEX
Ardhuin et al. (2003)

Nonlinear interactions NL1 Discrete Interaction Approximatiol
(DIA) Hasselmann et al. (1985)

Lineal growing of energy due to wind SEED Tolman (2019)

Garden Sprinkler effect Alleviating technique PR3 Averaging Technique Tolman (2002)

Propagation scheme uQ Third-order  propagation  schemnr
Leonard (1975), Davis & More (1982

Rupture induced by depth DB1 Battjes & Janssen (1978)

parameter of the age of the wava. ig implicitly
defined by:

Yoo Zlile 3
¢ aa IQth ( 4)
a = (5)

whered is the height at which the wind velocity is
specified (typically 10 m).

The physical parameterization of wave growth
imposes a maximum or upper limit of the Charnock
number & to control the efforts (overestimated)
that result when the transfef momentumduring
storms is quantified (Ardhuin et al. 2010).

For the physical parameterization of wave
dissipation bywhite cappingrroposed by Ardhuin et al.
(2010), the concept of spectral saturation threshold
was introduced. This threshold represents a dimen
sionless energy level that indicates the beginning of
dissipation.

i A@ "&—

Y - ,—11ABQ & P

o O B— (6)
whered "—, andd Q correspond to the directional
and isotropic spectral saturation, respectively. is a
dimensionless calibration constant, ahd is a
weighting factor that allows the user to cohtthe
contribution of directional and isotropic wave
dissipation (Ardhuin et al. 2010).

Thirty-eight nodes (virtual buoys) were extracted
for each wavénindcastwith energy spectra located off
the centrakouth Pacific coast from 6°N to 56°S every
2° latitude (Fig. 1b), opposite the insular regions of
Chile. It should be noted that the temporal resolution of
the energy spectra was 3 h.

Additionally, forecastssimulations were carried out
by forcing the WW3 model with wind fields extracted
from the GFS, using temporal and spatial resolutions of
6 h and 0.5°x0.5°, respectively. The simulations were
conducted two months before the records were
measured by each ailable Acoustic Doppler Current
Profiler (ADCP) instrument for this research. It is
important to note that due to the discontinuities of the
GFS wind database, it was impossible to run a single
case for all the ADCP locations.

The general purpose of thagnulation was to verify
if the surface winds, without being subjected to
reanalysis, adequately reproduce the characteristics of
the waves in shallow waters at different latitudes of the
Chilean coast. It is important to highlight that the
numerical simlations of deep water forced by GFS
winds were named WW3 GFS (from now on).

It should be noted that as a computational resource
to carry out the numerical simulations of the WW3
model, 120 cores with 48 GB of RAM were used in the
cluster belonging to the&lional Laboratory for High
Performance Computing (NLHPC) ht{ps://www.
nihpc.cl) located in the facilities of the Faculty of
Physical Sciences and Mathematics from the Univer
sity of Chile.

Shallow water model: energy transfer

The SWAN model developed by the Delft University
of Technology corresponds to a spectral model for
wave propagation that solves tinensport equation for

the spectral wave action densityrhis equation
considers source terms and parameterizations that
exdain wavewave interactions, generation, and
dissipation in deep and shallow waters (Booij et al.
1999, Rogers et al. 2006, Sarg et al. 2009, SWAN
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team 2019). The spectral action balance equation in model are valid as a boundary condition of domains

Cartesian coordinates is shown according to/Eq

(7

h h h h

where,, is the relative frequency (the frequency of

built in SWAN. In Figure 1c, it ispresented the
latitudinal distribution of the domains used in this
study, which have been distributed to approximate the
swell from deep waters towards shallow watdos
each location in which local measurements of ADCP

wave measured from a reference frame), N is the wave were available, they anescribed in sectio.1.3.

action density, which corresponds to the quotient

between the energy density and the relative frequency

(N =E/,), —is the direction of the waves, is the
speed of propagation of wave action in spagesy ,, ,

—, and"Yis the totalsource/sinkterms expressed as
wave energy density. In deep water, the right side of
Equation 7 is dominated by three termy, °Y

Y Y, correspondinga wind input, fourwave
nonlinear interactions, and dissipation, respectively
(SWAN Team 2019).

Additionally, SWAN uses typical formulations for
wave growth by surface wind actiomhitecappingand
nonlinear quadruple interactions, similar to WW3
(Rogers et al. 2006, SWAN team 2013he most
important difference compared to the WW3 model is
that SWAN includes physical processes that occur in
shallow waters, for examplshoaling, dissipation of
energy by bottom friction, breaking due to limited
depth, refraction, reflection, and diffraction in some
casegRogers et al. 2006, SWAN Team 2019).

SWAN simulates wave diffraction by incorporating
the directional turning rate teim (Eq. 8),which was
developed byHolthuijsen et al. (2003)sing the midi-
slope equation and the spectral energy balaesei
ting in:

n zn
R 8)

Equation 8 allows the simulation of energy transfer
in coastal areas where diffraction is important, such as
wave fields around geophysical features (e.g. rocks,
islands) or coastal structures. Where k is the wave
number, C is the celerity of the wave, {Sghe group
celerity, and E is the energy of waves and
corresponds to the velocities gradient. In this study,
SWAN version 40.31 was used

SWAN was configured based on two nested grids

ECOWAVES, ECOWAVES 2.0, and WW3 GFS
deepsea spectra were used as boundary conditions.
However, it is important to note that, in this modeling
of wave propagation to shallow waters, the surface
wind was not considered, so alkthource terms related
to the action of the wind were deactivatdthe wind
was not included in the wave propagation simulation
because there was no higésolution wind database for
each of the implemented meshes. It is important to
mention that this topi will be the subject of future
research by the present authors.

In situ observations

Measurements of deep and shallow waters were
available, broadly described below, to perform the

comparison and subsequent statistical analysis of the
model results.

In deep waters, a total of 19 oceanographic buoys
(Fig. 2a) were freely accessible from the National Data
Buoy Center (NDBC) belonging to the NOAA, which
are located in different geographical sites distributed
mainly in the northeast Pacific Ocean (17 buoys) an
southeast (2 buoys). Additionally, spectral data from 2
buoys were available from a wave energy evaluation
study off the coast of Chile (CORFINNNOVA 2009)
and also used by Beya et al. (2017). These buoys
located in intermediate waters off the Chilearasto
(Fig. 2a) were used as field backgrounds for
comparison with the numerical results. The name of the
two buoys will be abbreviated as follows; buoy 1 will
be GINNOVA 1, and buoy 2 will be ANNOVA 2
(Table 2). Table 2 presents general information en th
buoys used to validate the wave hindcasts.

Additionally, 18 measurements of the waves in
shallow water to a depth of fewer than 20 m were
available (Table 3). These wave measurements were

with different spatial resolutions. The first was based conducted by using ADCP instruments. The geogra
on squareslements, structured at 200 m per side, while phical distribution of the buoys and the latitudinal
the detail domain was discretized in square elements of distribution of the ADCPs along the Chilean coastline
50 m per sidéo minimize calculation times. Therefore, ~ are shown (Fig. 2b).

the grid presents lower resolution in areas of less spatial = |

variability and a higher resolution ae shore The Validation

spatial domains of the lower resolution grids were Two validation procedures were conducted to the
defined so that the boundaries are in deep water (Fig. generated wave databases: one in deep waters and
1c), so the spectral outputs of the WW3 generation another in shallow waters. Each of the validation stages
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Figure 2. a) Oceanographic buoys location, and\bpustic Doppler Current Profiler

is aimed at different purposes. In the case of deep  Validation in deep water was conducted by
waters, to verify that wave conditions obtained directly extracting energy spectra from ECOWAVES and
from the WW3 model (with different configurations) = ECOWAVES 2.0 in the samesggraphical coordinates
were comparable to instrumental records and that might of the oceanographic buoys (or nearby), which are
be used as a boundary conditionorder toserve the indicated, and for the same periods in which each of the
second purpose of the validation, that is, to generate amonitoring stations recorded the wave conditions
wave approximation model towards shallow waters (Table 2). Subsequently, different statistical parameters
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Buoy Latitude (°S) Longitude (°W) Starttime End time
Buoy 46001 56°18.0' 148°10.2' 197906-01 200508-31
Buoy 46005 46°3.00' 131°1.20' 197906-01 200412-26
Buoy 46006 40°50.4' 137°30.0' 198108-08 200508-31
Buoy 46025 33°45.0' 119°4.80' 198204-21 200507-31
Buoy 46042 36°45.0' 122°25.2' 198801-01 200508-31
Buoy 46047 32°25.8' 119°31.8' 199906-01 200508-31
Buoy 46059 37°58.8' 130°0.00' 19941019 200508-31
Buoy 46066 52°12.0' 155°24.0' 20000513 20050831
Buoy 51001 23°25.8' 162°12.6' 198102-11 200508-31
Buoy 51002 17°08.4' 157°47.4' 198409-07 200508-31
Buoy 51003 19°09.6' 160°44.4' 198411-01 200508-31
Buoy 51004 17°31.2' 152°28.8' 198502-13 200508-31
Buoy 51028 00°12.0' 153°54.0' 199711-01 200508-31
Buoy Harvest 34°27.6' 120°42.0' 19980320 200508-31
Buoy Point Loma  32°37.8' 117°27.0' 19960501 200508-31
Buoy Point Reyes  37°57.0' 123°28.2' 199612-07 200508-31
Buoy San Nicolas  33°13.2' 119°49.8' 199909-02 200508-31
32302* 18°00.0' 85°00.@' 198602-01 198912-31
32012* 19°42.0' 85°07.@ 20071029 201712-31
C-INNOVA1* 33°13.0° 71°82.@' 201106-16 201312-21
C-INNOVA2* 39°55.0' 73°40.@' 201211-21 201307-30

579

Table 2. Buoys data used to validate waveadcastin the Pacific Ocean, in intermediate and deep wateidicate buoys
placed in the southeastern Pacific.

were calculated to determine the performance of the  Due to the short length of ADCPs records (Table 3)
simulations in contrast to measurements. Statistical and the spectral matrixes having 29 freaies per 24
parameters recommended by Wiliams & Esteves directions, transferring spectra into SWAN did not

(2017) were used in this study (Table 4), wher@nd ~ generate substantial computing costs, and the validation
U correspond to modeled and observed data in time, process for 18 coastal stations was achieved.

accordingly, and N is the quantity of data matching
both time series, Cov (O, M) is the covariance between
O and M, andY and"Y are the standard deviations of
O and M, accordingly.

Furthermore, in order to assess SWH in shallow
waters, coupling between WW3 and SWAN models

was conducted. This process consisted of selecting theprocedure. Additionally, througboxplot, medians, 25
energy spectra in deep waters from ECOWAVES, 5,4 7504 percentiles, outliers from the measured data,
ECOWAVES 20, and WW3 GFS and rearranging 54 those obtained from the numerical simulation were

them automatically to be used as a boundary condition compared. It is important to highlight that SWAN was
of the SWAN model to transfer the waves to shallow | coq in stationary mode, meaning that temporal

waters considering the coastline and higsolution variation in the wave progation was not considered.
bathymetries. The higresolution bathymetries were Thus, temporal corrections, described below, were
built from thedigitization of the SHOA nautical charts |, 14e to the model results to perform a proper

in the Global Mapper software. They were later comparison against ADCP measurements.
interpolated to build the grid used in the SWAN coastal ) ) ) )
In simulations coupled with wave hindcast, an

model.
i . advance in the arrival of 9 to 12 h was obsergad
This spectral transfer method enabled us to ascertain average. In simulations coupled with the forecast, an

and understand the spatial variability on thelgtsite average advance of 12 to 15 h in the arrival was

and verify the validity of using the database in deep hqerved. The crosmrrelation was calculated to
waters as a boundary condition for developing nrume quantify the lag between the series.
rical studies for coastal wave characterization.

Performance of simulations in shallow waters was
assessed through qualitative comparis@xsmining
whether the simulations represent the physics involved
in the wave height temporal variation and quantitatively
through the calculation of statistical parameters
previously mentioned in the deep water validation
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Table 3. AcousticDoppler Current Profiler date used to validate simulatibmsi¢astandforecasj in shallow waters.

Site name Latitude (°S) Longitude (W)  Starttime Endtime Depth (m)
Arica (winter) 18°29.987 70°19.771' 201707-05 201708-08 17.8
Arica (summer) 18°29.987 70°19.771' 201801-09 201802-14 17.8
Port Iquique (winter) 20°12.053 70°09.071' 201507-02 201508-05 16.3

Port Iquique (summer) 20°12.053' 70°09.071' 201501-17 201503-02 16.5
Offshore Iquique (winter) 20°12.823' 70°09.675' 201507-02 201508-05 17.2
Offshore Iquique (summer 20°12.823' 70°09.675' 201501-17 201503-02 17.2

Michilla 22°43.479 70°17.494' 2007#01-05 200%+02-11 12.3
Mejillones 23°04.528 70°24.033' 200904-21 20090527 14.5
Chaaral 26°19.789' 70°39.326' 201406-27 201407-28 19.3
Totoralillo 26°51.047 70°48.952' 200408-30 200410-08 10.0
Huasco 28°28.232 71°14.648' 200602-18 200603-25 11.0
Coquimbo 29°57.090' 71°21.917 20180821 201809-22 28.1
Quintero 32°45.100' 71°29.358' 201906-20 201907-18 15.2
Valparaiso 33°00.802 71°33.706 201806-28 201807-19 16.4
San Antonio 33°34.925' 71°37.482' 200608-04 200609-06 131
Cahuil (spring) 34°28.845' 72°02.125' 20160809 20160921 17.6
Cahuil (winter) 34°28.845' 72°02.125' 201706-13 201+07-17 18.2
Coronel Biobio 36°58.099' 73°10.712' 201607-06 201608-27 14.1

Table 4. Statistical parameters used to assess simulation performance.

Statistical parameters Formulae
Correlation coefficient . B 0 aQQWOz I aQQR®w
GzYzY
Determination coefficient : 6 ¢ B
Y
Rootmeansquareerror vovo 25 6
BIAS 5 0% Yg 5 5
Predictive abilit gB o 0
y Y'Y p 5
UB 0]
YO YO
Scatter index YO
DQB 0]

In essence, three coupling for each study site were 3) WW3 GFS + SWAN
conducted:

1) ECOWAVES + SWAN
2) ECOWAVES 2.0 + SWAN
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Table 5. Sites with no surface wind GFS available. ADCPs: Acoustic Doppler Current Profiler.

ADCPs

OFFSHORE Iquique (winter)
PORT Iquique (winter)
Huasco

San Antonio

Cahuil (spring)

Coronel

Start time End time
201507-02 201508-05
201507-02 201508-05
200602-18 200603-25
200608-04 200609-06
201608-09 201608-09
20160921 20160921

Nonetheless, there were periods in which no surface

wind GFS was available (Tabig; thus, in these sites,

In the far north and Alaska (Fig. 3), both databases
generated by theindcasttechnique (ECOWAVES and

coupling was not possible, and consequently, nor their ECOWAVES 2.0) obtained correlation coefficient

corresponding statistical analysiStatistical perfor

values equal to or higher than 0.95 and RMSE lower

mance of simulated SWH was assessed with thanthe maximum recommended, also showing a better

ECOWAVES and ECOWAVES 2.0 in deep waters,
and the performance resulting frometisimulations
coupled with SWANagainstADCPs measurements.

RESULTS

Deep water validation

A summary of the statistical parameters calculated to

evaluate the performance of bdtindcastdatabases in
the centrahorth Pacific is presented (Table 6). It is

observed that ECOWAVES can statistically represent buoy 46001

the SWH obtaining linear correlations (R) values
varying from 0.85 to 0.96 and coefficients of determi
nation (F), indicating thaE COWAVES accounts for

more than 70% of the measurements (Table 6).

Additionally, RMSE and MAE lower than 60 cm were
observed, which indicates a good agreement.

However, SWH results forced by ERA5
(ECOWAVES 2.0) showed a significant increase in R,
R?, and predictive ability factor(S.S.), and also a
reduction of RMSE, MAE and BIAS errors (Table 6).

performance of ECOWAVES 2.0 in all compared
buoys. The difference in each simidatRMSE and the
maximum recommended RMSE was about 2.5 m for
each analyzed site, which shows the great accuracy in
wave height estimation which both ECOWAVES and
ECOWAVES 2.0 obtained for the far north and Alaska
in the North Pacific Ocean.

Standard devigons of numerical simulations
associated with each instrumental measurement were
presented in the same range for each database
compared in the far north and Alaska. For example,
instrumentally, showed standard devia
tions of wave heights cloge 1.4 m, while numerical
simulations 1.3 m for ECOWAVES and 1.2 m for
ECOWAVES 2.0. Except for ECOWAVES in buoy
46066, the standard deviation of the simulated data
presented lower magnitudes than the measurements,
which would reflect that the numerical oateling
developed would present lower fluctuations of wave
heights compared to the evidenced in measurements.

The results obtained for the lower latitudes of the
northern hemisphere (Fig. 4) presented statistical

For example, the Harvest buoy statistical agreement pehaviors similar to those described presig for the
represented an increase in R from 0.85 to 0.93 and anfar north. They satisfactorily represented the measu

RMSE reduction from 0.64 to 0.34 m, which indicates

rements available for the four buoys analyzed (46025,

thatthe best agreements in deep waters were achieved46042, 46047, and 4605%). this quadrant, it could be

with the forced wave model with surface wind fields of
ERAB.

Results obtained for the North Pacific Ocean were
associated with the NOAA denomination for buoys
localization. Grouping them in a Taylor diagram
(Taylor 2001) for the far north and Alaska (Fig. 3),
southwest quadrant (Fig. 4), and Hawaii proximity
(Fig. 5). In each of the illustrations, the highest
recommended RMSE (Williams & Esteves 2017) has
been incorporated (dashed red line) for each cempa
rison conducted.

observed that the standard deviation of the wave
heights, both instrumental antumerical, were less
than the unit (except for buoy 46059), which identifies
the least fluctuation of the wave heights for the
analyzed period in comparison with what happened in
the far north and Alaskan all buoys south of the North
Pacific, RMSE is lower than those recommended by
Williams & Esteves (2017); that is, the errors obtained
in the numerical modeling of both ECOWAVES and
ECOWAVES 2.0 were low enough to consider that the
numerical model isalibrated.
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Table 6. Statistical parameters ECOWAVES and ECOWAVES 2s.NDBC buoys in the nortigentral Pacific Ocean.
RMSE: rootmeansquareerror, Sl: scatter indexXMAE: mean absolute error, BIA®e average of the error.

SWH [m] ECOWAVES

SWH [m] ECOWAVES 2.0

Buoy name Data R R RMSE SI SS MAE BIAS R RZ RMSE SI SS MAE BIAS
Buoy 46001 69188 094 088 049 0.18 084 036 007 096093 042 015 087 030 -0.03
Buoy 46005 63171 0.96 092 042 0.15 0.87 031 011 097094 038 014 0.88 028 0.06
Buoy 46006 55051 0.96 0.93 0.42 0.15 0.87 031 005 097094 040 0.14 088 029 0.02
Buoy 46025 59016 0.86 0.73 0.30 0.25 0.77 0.24 014 087076 026 022 0.80 021 0.09
Buoy 46042 46987 0.93 0.86 0.37 0.17 0.85 028 001 093087 037 017 0.85 028 0.14
Buoy 46047 17178 091 0.83 0.43 020 082 032 -0.15 093087 035 0.16 085 0.27 -0.01
Buoy 46059 29612 0.96 0.92 0.38 0.14 0.87 028 002 097094 034 012 089 025 001
Buoy 46066 12616 0.94 0.88 0.53 0.18 0.84 038 026 096092 043 0.15 087 032 0.17
Buoy51001 57838 0.93 0.86 0.39 0.16 0.85 027 -0.16 0.930.87 037 0.15 086 0.25 -0.10
Buoy51002 53220 0.90 0.82 0.30 0.12 0.88 022 -0.12 092085 026 0,11 090 0.19 -0.01
Buoy51003 51927 0.90 0.80 0.35 0.16 0.85 0.26 -0.16 0.920.85 028 0.12 0.88 0.20 -0.05
Buoy51004 49104 0.89 0.80 031 0.13 0.87 021 -0.10 0091083 027 011 0.89 019 001
Buoy51028 19060 0.87 0.75 0.23 0.12 0.88 0.18 0.3 0.850.72 027 0.14 0.86 023 0.20
Buoy Harvest 20648 0.85 0.73 0.64 0.30 0.72 0.18 0.3 093087 034 016 0.85 027 0.14
Buoy Point Lom: 12453 0.87 0.76 0.27 0.22 0.79 0.48 -0.41 092084 029 023 078 025 0.22
Buoy Point Reye 23393 0.92 0.84 0.41 0.16 0.85 023 019 094089 036 015 0.86 029 0.15
Buoy San Nicol¢ 13986 0.90 0.71 0.36 0.17 0.84 031 001 094089 029 014 087 023 0.10

Wave conditions near Hawaii, which corresponds to
the central area of thi¢orth Pacific, like the previously

By summarizing the information in Table 7 in a
Taylor diagram (Fig. 6) and comparing it with the

described areas, showed a high statistical agreementrecommended RMSE limits suggested by Williams &

between the numerical simulations and the buoys'
measurements. The correlation coefficients were in all
cases higher than 0.90, with RMSE below the
recommended maximumand standard deviations
slightly lower than those obtained from the measured
data.

This highly concordant behavior in deep waters for
the northern hemisphere of the Pacific Ocean is a
descriptor that both the ECOWAVES and
ECOWAVES 2.0hindcastdatabases sk the statis
tical characteristics of the waves related to their wave
heights.

Additionally, the results in the southeastern Pacific
also showed a good statistical fit of ECOWAVES with
R greater than 0.88 ancf Breater than 75%, which
indicates a strong statistical agreement (Table 7).
However, ECOWAVES 2.0 presented an increase in
statistical performance since it manages to increase
correlations (>0.91) and reduces errors, which implies
a better datao-data ageement of the model (Table 7).

It should be noted that the resulting BIAS with
ECOWAVES 2.0 was adjusted to the maximum limit
recommended (<0.15 m) by Williams & Esteves (2017)
in the statistical guidelines of the calibration standards
for wave models.

Esteves (2017), it can be observed that, in all the buoys
in the southeastern Pacific, the RMSE obtained by
modding are lower than the maximum limit suggested
in the literature for wave modeling. Additionally, the
closeness of the points (green, blue, and black) denotes
the high statistical similarity between the compared
databases and the determined for the N@aitific. It is
expected that the databases built from ECOWAVES
and ECOWAVES 2.0 will allow us to know the main
characteristics of wave heights in deep waters.

The scatter plots between ECOWAVES and the
four buoys in the southeastern Pacific are shown in
Figure 7. It is observed that ECOWAVES succeeds in
statistically reproducing the SWH with high accuracy,
which can be increased even more when the wind fields
from ERA5 are used as forcing since not only the
correlation coefficients are increased, but atke
RMSE, MAE, and BIAS errors decreased (Fig. 8).

Thus, if the results in deep waters are considered, it
can be observed that both ECOWAVES and
ECOWAVES 2.0 correspond to databases that
statistically represent the swell in deep waters to be
used as bourady conditions of spectral transferring
models and whose purposes are the propagation of the
waves towards shallow waters.
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Figure 3. Diagram of the statistical pattern comparison between the measured and simulated data, for the NOAA
distribution of buoys in the north and Alaska quadrant, in the North Pacific Ocean. a) Buow46BCODWAVES and
ECOWAVES 2.0, b) buoy 46005s ECOWAVES and ECOWAVES 2.0, c) buoy 46006s ECOWAVES and
ECOWAVES 2.0, and d) buoy 46068 ECOWAVESandECOWAVES 2.0.
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Figure 4. Comparison diagram of the statistical pattern between measured and simulated data for the NOAA buoy
distribution in the southwest quadrant of the North Pacific Oce@u@) 46025vs ECOWAVES and ECOWAVES 2.0,

b) buoy 4604%s ECOWAVES and ECOWAVES 2.8) buoy 4604%s ECOWAVES and ECOWAVES 2.0, and d) buoy
46059vs ECOWAVESandECOWAVES 2.0.
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Figure 5. Comparison diagram of the statistical pattern between measured and simulated data for the NOAA buoy
distribution in Hawaii of the North Pacific Ocean.Byoy 5100lvs ECOWAVESandECOWAVES 2.0, b) buoy 51002

vs ECOWAVES and ECOWAVES 2.0, c) buoy 51088 ECOWAVES and ECOWAVES 2.0, and d) buoy 51064
ECOWAVES and ECOWAVES 2.0.
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Table 7. Statistical parameters between ECOWAVES and ECOWAVES2 $butheastern Pacific buoys. RMSE: root
meansquareerror, Sl: scatter indexXMAE: mean absolute error, BIAS: the average of the error.

Buoy name SWH [m] ECOWAVES SWH [m] ECOWAVES 2.0

Data R R? RMSE Si SS MAE BIAS R R? RMSE Sl SS MAE BIAS
NDBC 32302 11440 0.91 0.83 0.26 0.12 0.88 0.20 0.08 0.93 0.86 0.24 0.11 0.89 0.19 0.08
NDBC 32012 29730 0.93 0.87 0.28 0.12 0.88 0.23 0.14 0.94 0.88 0.25 0.11 0.89 0.20 0.11
C-INNOVA 1 4726 0.88 0.77 0.40 0.17 084 0.30 -0.16 0.91 0.83 0.33 0.14 0.87 0.24 -0.06
C-INNOVA 2 1625 0.93 0.86 0.45 0.18 0.83 0.37 0.28 0.94 0.89 0.35 0.14 0.87 0.27 0.15

Figure 6. Comparison diagram of the statistical pattern between measured and simulated data for the distribution of NOAA
and GINNOVA buoys on the Chilean coastline.Byoy 32012vs ECOWAVES and ECOWAVES 2.0, b) buoy 32382
ECOWAVES and ECOWAVES 2.0, c) buoyI8NOVA1 vs ECOWAVES and ECOWAVES 2.0, and d) buoy C
INNOVA2 vs ECOWAVES and ECOWAVES 2.0.



